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How This Book Was Made
The pieces of the ethical framework found in this book were initially developed during the fall of 2025 as a series of articles published on my blog (which is hosted on Medium at the time of this writing).
Initial Process
As I drafted those pieces, I frequently used a Large Language Model (LLM) to transcribe my dictated initial thoughts, interrogate my thinking and structure the drafts. These drafts were then extensively edited and expanded to ensure they reflected my perspective in my own words. As the framework evolved over time, I combined or removed certain sections that I felt were redundant or were no longer necessary.
Synthesis and Organization
After finishing the blog series, I gathered those articles along with other writings I had produced regarding my own use of LLMs as an educator, including both written pieces, transcripts of videos I have posted to my YouTube channel, and actual artifacts that I use in my practice. I used an LLM to help structure and organize that gemisch into a manuscript and provide the structure that this sort of book usually has.
Final Review and Formatting
Once the AI helped organize the draft, I continued to edit and revise the manuscript. I then used an LLM to assist with a final overall edit and continuity check, and to help format the file into its final, publishable version as a .pdf and ePub.
I am accountable for all material in this work, and it represents my current best thinking on the topic at time of writing (and almost certainly not exactly so at any point in the future).
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Ethical AI
A Working Framework for Educators
This is not a technical manual; it is a call to work.
Many things are not great in schools, for plenty of reasons. As generative AI technology diffuses through schools, it is having all sorts of impacts. [1] Depending on where you’re coming from, it’s easy to see these issues as more good or more bad. This book will not litigate that debate. Instead, I will operate on the premise that, like pretty much every other binary that gets framed out in education, the use of AI is both good and bad.
It also doesn’t seem like the kind of thing that’s going to go away. I appreciate the perspective that feels that the most appropriate response to the various negative aspects of LLM use in schools is to plainly refuse the technology. I don’t see that as foolish, or evocative of a pejorative Luddism.[2] It’s a completely valid act of resistance. The responsibility for demonstrating the utility of generative AI to skeptics lies squarely with the institutions that claim such utility exists. But for all of that, I can’t get myself to a place where that kind of blanket refusal is how I choose to operate in my own work.
My acceptance of the use of LLMs in some use cases does not mean that I am endorsing all possible uses of the technology. So many of the voices and use-cases that are proposed for this technology in education are terminally naïve (at best), if not plainly unethical. There is far too much hype, and far too little understanding in these conversations for my liking. Here’s what I’m proposing:
If LLMs can be used ethically in schools, it is incumbent upon educators to maintain our professional agency. We must develop frameworks that place these tools within a humanistic vision of the work of education.
I am not looking to provide a how-to manual here. I’m much more interested in thinking about the why-to of our work as educators.
An Ethical Framework for Using AI in Schools
Ethical AI is AI that adheres to the following principles
Theme 1: Centering Human Agency
	Bottom-Up, Not Top-Down: The use of AI in education must emerge from the needs and experience of the members of a school community. 
	Humans Always Required: The use of AI in education must never occur without the guidance and intervention of human members of a school community. 
	Use It, Don't Lose It: The use of AI in education must never lead to the atrophy of human potential within the human user base. 


Theme 2: Expanding Educational Equity and Access
	Do No Harm: The use of AI in education must not perpetuate harms. 
	Bridge Gaps, Don't Widen Them: The use of AI in education must never exacerbate existing divides within a school community. 
	Privacy by Default: The use of AI in education must maintain user privacy, and not be used to further market capture. 
	Include All Voices: The use of AI in education must work to authentically engage all voices within a school community. 


Theme 3: Purposeful Implementation
	No Hidden AI: The use of AI must be fully transparent. 
	Count All Costs: The use of AI in education must be clear-eyed about its inevitable costs. 
	Eyes Wide Open: The use of AI in education must be honest about its limitations. 
	Intentional Always: The use of AI in education must be fit for purpose, and not for the sake of using AI alone. 
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Fig 1: The Framework
What Follows?
This book unfolds in three parts. Part I, the briefest, is drawing to a close. In Part II, I will explore each of these principles in detail, offering not just an explanation of what they mean, but also a clear call to action for how to think about putting them into practice. Among the various points that I will make in Part II is the tentative nature of any worthwhile ethical framework, including this one. Finally, in Part III, I will move from principle to practice, discussing some examples of my own work as an educator using LLMs, and considering some of the obvious critiques of this framework.
This is what this brief book offers. All of it is intended to provoke thought, to draw clear lines in the sand, and to move the conversation around how we might use AI in schools to a space that is more reflective, more critical, and hopefully more productive.
Provocation
The form of this type of book tends to have some sort of closing action to consider at the end of each section. So I figured I should probably do the same. You’ll find prompts similar to the ones below at the end of each major section. You can do them, or not, as you wish. I’m not your mom.
	Identify one deterministic/automatic technology habit you currently practice (e.g., relying on an AI-generated rubric without vetting, reflexively checking your email, etc.). Delete or disable that tool/process for the next week. Note if any specific humanistic value—such as agency or nuance—that returns to your practice in its absence. 
	Identify one recent top-down tech mandate in your school. What specific humanistic value (e.g., agency, equity, privacy) did its implementation violate? 


Theme 1: Centering Human Agency
Before we can ask what a tool can do, we must establish who is in control and for what purpose.
The preservation and elevation of human agency is non-negotiable. Before we can ask what a tool can do, we must establish who is in control and for what purpose. The principles in this section serve as a bulwark against technological determinism: The passive acceptance that technology shapes us, rather than the other way around. My assertion here is that educators, students, and communities must be the authors of their own technological futures. To cede this role is to accept a vision of education where human judgment is subordinated to algorithmic output, a vision we must resist.
Centering Human Agency
Principle 1. Bottom-Up, Not Top-Down
The use of AI in education must emerge from the needs and experience of the members of a school community.
Why?
The decision to adopt and implement AI tools should be a bottom-up process, emerging from what a school requires, rather than a top-down mandate from administrators, policymakers, or (most egregiously) technology vendors.
Some Problems with Top-Down Implementation
When AI is introduced from the top-down, it is done to serve the interests of external parties (e.g. evaluating teachers or reducing staff), rather than for the genuine benefit of an educational community. This approach carries a significant risk of leading to unethical outcomes, particularly given several generative AI-specific concerns:
-       Algorithmic Bias: AI systems are trained on data, and that data reflects existing societal biases. Therefore the AI will both reflect and perpetuate them. For instance, an AI tool used for behavioral monitoring or automated grading might unfairly flag students from non-dominant cultural groups, misinterpreting communication styles or penalizing non-standard dialects of their language(s). This can lead to the unfair labeling of students and the disproportionate application of disciplinary measures, reinforcing systemic inequities.[3]
-       Data Privacy Violations: Top-down AI initiatives typically require the collection of large amounts of sensitive student data. When implemented without community oversight, there is a definite risk that this data will be used for purposes beyond its original intent, such as commercial exploitation by technology vendors. Furthermore, the storage of such data creates vulnerabilities, making students susceptible to breaches that can have long-term consequences.
-       Devaluing Human Educators: Top-down AI initiatives can be used to argue for a reduction in human educators, positioning technology as a replacement for them rather than as a supplement to the work they are doing.[4] This undermines a critical role of human educators, ignoring the invaluable importance of social connection in the educational process as a means to devalue the expertise of actual humans.
The Power of a Bottom-Up Approach
A bottom-up approach, by contrast, starts with the expertise and intimate knowledge of the school community. When students, teachers, and families are empowered to identify their needs, the resulting uses of AI that emerge from the community are more likely to be authentic, beneficial, and ethically sound.
In Practice
The key for enacting this principle is to keep the focus on empowerment instead of control. Instead of controlling how AI is used, we should seek to empower the members of a school community to do so ethically as they see fit, guided by their lived experiences. This is a necessary pre-condition for making education more inclusive and effective.
Example 1: Addressing Student Writing
-       Top-Down: An administration, concerned with standardized test scores, purchases a district-wide license for an AI-powered writing tutor mandated to "fix" student writing. The platform, optimized for generic, five-paragraph essays, consistently penalizes students from non-dominant cultural groups or those whose neurodivergence leads to atypical but logical rhetorical structures. It serves as a quiet tool of assimilation, undermining teacher autonomy and devaluing student voice.
-       Bottom-Up: A group of English teachers identifies a core tension: Their students often feel they must abandon their authentic voice to succeed in academic spaces. They co-design a unit where students use an LLM as a Linguistic Code-Switching Partner. Students prompt the AI: "Act as a linguistic consultant. Analyze the specific rhetorical power and logic of my draft. Suggest how I might adapt these arguments for a conventional academic audience while explaining exactly what is gained and lost in the shift." This centers the student as an intentional author, using AI to inform their choices around navigating existing power structures without surrendering their identity.
Example 2: Managing Administrative Tasks
-       Top-Down: A superintendent, seeking to reduce personnel costs, mandates the use of an AI system to automate school-to-home communication and IEP progress monitoring. The tool produces generic, impersonal messages that erode the relational fabric of a school. Families feel disconnected, and teachers are forced to fit their nuanced, human observations into rigid, automated templates, creating a hollow, automated substitute for genuine care.
-       Bottom-Up: The school's learning support department is overwhelmed by the time-burden of formatting their quarterly progress reports to ensure interpretability by students and their families. The team itself initiates a search for an AI tool that can help. They select a secure tool that allows them to input their detailed, human-written narrative notes and automatically format them into the district-required template. The AI handles the rote work, freeing up human time for the essential work of teaching and connecting with students.
Provocation
	Identify one expensive, underused tool currently in your school. Articulate the specific, top-down mandate that forced it on educators and the harm (e.g., devaluing expertise, privacy violations) it perpetuates or creates. 
	What is one time-consuming administrative task currently foisted upon you in your role? Draft a two-sentence pitch that frames this as a problem for a bottom-up, community-led process to solve that would give you more time and space to build relationships with your students or other members of your community. 


Centering Human Agency
Principle 2. Humans Always Required
The use of AI in education must never occur without the guidance and intervention of human members of a school community
Why?
This book is not a technical manual on the inner workings of generative AI systems, but a basic understanding of how they operate is useful here. An in-depth understanding of statistical modeling and linear algebra is unnecessary to grasp the salient point here, which is that current AI (LLMs included), are not thinking, value-driven entities. They are complex probabilistic systems designed to generate the most likely sequence of outputs (words, pixels, or other data), based on their inputs, training data, and the structure of their internal processes.
There is no evaluative function for the utility of an AI's output independent of how the output of these internal structures align with whatever their designers and users perceive to be useful. This noted, it would be the height of silliness to assume that these outputs are, by default, aligned with the developmental, relational, and nuanced purposes of education. Because they aren’t. The only way they can ever possibly be is to have human oversight present and working toward that alignment.
Removing the oversight and expertise of humans from such systems is to fundamentally misunderstand the goals of education, or at least to transmogrify them into something alien to a humanistic conception of the term. Unsurprisingly, the typical sorts of human-removal advocacy we see both in education and other social spaces are well in line with the neoliberal project of turning education into a profit center.[5]
This context suggests a universal principle: Humans must remain an integral part of any system that is going to influence and impact humanity. In education, this oversight is essential to preserve the very qualities that make us human and which education is meant to foster; our ability to form meaningful connections with others, and our capacity to respond to, adjust, and act to shape our world, in accordance with our ethical standards.
In Practice
Clear guidelines, policies, and structures all work here to ensure that AI serves as a tool for empowerment, not a mechanism of replacement.
Empowering, Not Replacing
Ethical AI can never be used to remove humans from the educational system. It cannot be a labor replacement for the core functions of an educator. There are uses of AI that can ethically assist human educators (e.g. relieving professionals of their ever-growing chore burden so they can dedicate more time and energy to the complex work of teaching and connecting with students), but AI-as-standalone-educator can never be ethical. Some examples can help to illustrate the difference here.
Example 1: Assessing Student Work
-       Replacing: An AI tool is put in charge of the analysis and feedback cycle for student writing, delivering grades and comments directly to the student and removing the teacher from the loop entirely. This is clearly an unethical abdication of humanity, even in a situation where the teacher consents to being replaced.
-       Empowering: A teacher uses an AI to help analyze student writing. The AI generates possible ideas for feedback or suggestions on how to position that feedback for the student. The teacher uses this analysis to enrich their own professional judgment, and provide more ways to support their students, while retaining full agency over the final assessment and the relational act of providing feedback to the student.
Example 2: Evaluating Teacher Performance
-       Replacing: An AI makes evaluative judgments about a teacher's performance based on recorded lessons and uploaded artifacts, absent human participation by the teacher and their line manager, and with no recourse for the teacher to challenge the findings. It is a completely black box that offers no recourse.
-       Empowering: A teacher consents to a lesson being recorded for analysis. Working collaboratively with a human evaluator, they use an AI tool to provide a more comprehensive analysis than a single human observer might be able to generate. While the AI’s processes (unavoidably) remain a black box, the educators use their expertise to interrogate outputs within a cycle of praxis. Together, the humans use the AI's output to discuss the teacher's professional excellence and identify areas for development that are both valid and of interest to the teacher.
A Proposed Red Line
To keep human educators within those processes in schools where an AI is also being used, administrators and review committees can apply a clear Red Line to any new AI tool: if the design or functionality of an AI tool automates or replaces the core work of an educator, it must be rejected. This test provides clarity when evaluating the integration of any given AI tool into an educational system. A clear warning sign is if the AI tool is being used by some party to justify a decrease in the number of humans in the system. Beyond that, determining what aspects of the work comprise the core functions of an educator cannot be a top-down decision. It requires a dedicated review process composed of all key stakeholders to ensure that pedagogical and ethical needs—not just technological capabilities—drive AI adoption.[6]
Accountability in Ethical AI Deployment
The absolute need to keep humans involved when considering how to deploy AI systems in an ethically sound way means that the final decisions and professional accountability for any AI-assisted action or outcome must also always rest with a human. We can not defer to the machine when justifying the impacts of any AI tool in an educational system. The responsibility for a student's grade, a piece of feedback, or an evaluative judgment always remains with human educators, never with some AI tool or its vendor. Keeping humans centered in our use of generative AI is vital for ethical use, even when it is inconvenient to do so.
Provocation
	Apply the red line: Identify one proposed or existing AI tool in your school. Does it automate or replace the core work of an educator? If so, draft a one-paragraph argument you will use to reject it. 
	Locate one instance where you (or a colleague) have deferred to a machine for a judgment (e.g., a grade, feedback). What specific action will you take to re-insert human oversight and reclaim accountability for that outcome? 


Centering Human Agency
Principle 3. Use It, Don't Lose It
The use of AI in education must never lead to the atrophy of human potential within the human user base.
Why?
Any technology will change its user. New technologies will change users in new ways. We have always understood that the tools we use shape who we are. The rapid integration of digital systems into our lives over the past few decades has brought this reality into sharper focus, raising concerns about their effects on our cognitive wellness and mental health.
AI systems represent another front in this ongoing concern. They offer the ability to offload not just simple recall or calculation, but more complex cognitive tasks like writing, analysis, and problem-solving. How well they do this is very much a matter of debate. But we find ourselves in a new technological reality in education. If we are not intentional, the uncritical use of AI can easily lead to the atrophy of essential human skills. If we let machines do our thinking for us, it follows that our cognitive abilities will degrade with that delegation. The result would be a passive dependence on AI technology that undermines what I believe is the core purpose of education, which is to foster human flourishing.
In some ways, this principle is a direct extension of the previously discussed need to keep a human in the loop. Keeping humans within those structures and processes where AI may provide useful assistance is not only about oversight; it is about ensuring that we remain cognitively engaged participants, actively developing our potential. The distinction here is between cognitive offloading and cognitive scaffolding. It is the difference between asking an AI to "write an essay for me" and asking it to "act as a critical partner and challenge the assumptions in my thesis." The former is handing over a complete task, becoming a passive spectator to the machine's output, and subject to its whims. The latter is using a tool to enhance and extend our own thinking.
Centering beneficial interactions also reinforces the importance of an approach to using AI that emerges from the needs of a school. When a school community is empowered to identify its own needs, it is far more likely to adopt AI tools in ethical ways. Top-down approaches, often driven by simplistic, Taylorist pursuits, are more likely to result in tools that encourage offloading, creating a system that diminishes the very skills it purports to build. An ethical approach to the use of AI in education should avoid turning educators and students into simple operators of a black box of magic words, towards something more like fostering resilient, creative, and critical thinkers. Keeping human cognition front and center is requisite.
In Practice
Putting this principle into practice requires a conscious shift in how we approach AI tools. The focus here must move from “What can this tool do for me?” to “How can I use this tool to support me?” This means establishing norms, providing training, and modeling uses that encourage active, critical engagement with AI, rather than passive consumption of its outputs. The key is to frame AI interaction as a partnership that enhances human judgment and expertise, rather than a shortcut that bypasses it.
Example 1: Teacher Lesson Planning
-       Atrophic: A teacher, feeling pressed for time or overwhelmed by the organizational demands of a new unit, prompts an AI to "Generate a five-day lesson plan on the American Revolution for 9th graders". The teacher copies the output directly into their plan book, delivering the lessons without deep engagement in, or interrogation of, their design or rationale. Over time, this reliance on external output leads to the atrophy of the teacher's interest in creatively designing curriculum, and navigating the messy process of instructional planning.
-       Supportive: A teacher is planning a unit on the American Revolution and finds the executive functioning load of sequencing multiple primary sources, activities, and transitions to be a significant barrier to their creative process. They prompt the AI: "Act as an executive functioning coach for instructional designers. I have these five primary sources and three learning targets. Help me categorize them by cognitive demand and suggest three different logical sequences for the week that minimize complex logistical transitions. I will then select and refine the sequence that best aligns with my students' needs and my own instructional style". The AI handles the logistical friction, acting as a scaffold that empowers the teacher to maintain their professional agency and focus on the deep, relational work of teaching rather than being sidelined by organizational minutiae.
Example 2: Administrator Policy Development
-       Atrophic: An administrator needs to create a new school policy on academic integrity in the age of AI. They prompt an AI: "Write a comprehensive academic integrity policy for a high school." They take the extruded policy it produces whole cloth, and present it to the faculty and board as a finished product. This bypasses the critical work of community consultation, ethical deliberation, and tailoring the policy to the school's specific values and culture.
-       Supportive: A different administrator needs to develop the same policy. They use an AI to analyze several existing AI policies from other schools, asking it to "Identify the common themes, strengths, and potential loopholes in these three academic integrity policies." The administrator uses this analysis to draft a set of guiding questions and discussion points for a series of workshops with teachers, students, and parents. The AI serves as a research assistant, supporting the background work and allowing the administrator to focus on the higher-order tasks of facilitating dialogue and building community consensus.
Making Good Choices
The path we choose in our use of AI is a critical one. It is the difference between tools that help to build our cognitive capacity and those that allow it to wither. This principle is not a call to reject technology. It is a demand that we engage with it from a place of intentional skepticism, always asking whether our use is empowering our own thinking or simply replacing it. By consciously deciding to use AI as a scaffold for our intellect rather than a (poor) substitute for it, we position the technology to better serve this fundamental purpose. Doing so helps us to expand human potential, not outsource it.
Provocation
	Audit your last five interactions with an AI. How many were cognitive offloading versus cognitive scaffolding? Choose one atrophic use and write the prompt you should have used, one that frames the AI as a critical partner rather than a substitute. 


Theme 2: Expanding Educational Equity and Access
Educational technology lands in a ecosystem of existing privileges and inequities. Its impacts can either confront existing inequities, or further enshrine them.
With human agency established as the foundation, the framework now turns from the individual to the community. Educational technology lands in a complex ecosystem of existing privileges and inequities. Its impacts can either confront existing inequities, or further enshrine them. The principles in this section address our social and ethical responsibility to ensure that AI does not become another tool that widens existing gaps. They demand that we move beyond the baseline of preventing harm to proactively using AI technology as a force for justice, access, and inclusion for every member of our communities, especially those who have been historically marginalized.
Expanding Equity and Access
Principle 1. Do No Harm
The use of AI in education must not perpetuate harms.
Why?
Not using a technology to harm others is a fundamental ethical floor for any intervention, and its application to AI in education is non-negotiable. To understand why this is so critical, we must first acknowledge a foundational truth about all algorithmic systems: They are not, and cannot be, neutral. AI systems are products of human choices, about what data to collect, what variables to prioritize, and what outcomes to define as successful. As such, they will inevitably inherit and amplify the biases present in the data they are trained on and the people and cultures that create them.
There is plenty of evidence detailing how this inherent bias leads to real-world harm, reinforces systemic inequities, and frequently burdens the most marginalized members of society. This is certainly true for the Large Language Models (LLMs) at the heart of the current AI boom. LLMs have been shown to perpetuate racial and gender stereotypes, generate biased educational content for different demographic groups, and associate non-dominant dialects and language usage with negative attributes and lower-prestige jobs.[7] These tools do not reflect any semblance of reality, outside of what they internalize regarding the nature of the societies that have built them, replete with the structurally racist and inequitable dynamics those societies contain. Using AI tools carries a distinct risk of a vicious feedback loop, wherein that use can lead to stigmatization, lowered expectations, and the misallocation of resources, perpetuating the very inequities the tool was meant to address.
Doing no harm requires us to move beyond marketing platitudes and ask hard questions: Whose values are embedded in this algorithm? What data was it trained on, and whose experiences might be missing? Who is most likely to be harmed if this system makes a mistake? Without a foundational commitment to preventing harm, no potential benefit of AI in education can ever be ethically justified.
In Practice
To use AI in a way that does not perpetuate harms, a school community must shift from a passive mindset of tech adoption to an active one of critical evaluation and ongoing vigilance. This means creating robust processes to vet any new AI tool for potential biases and establishing clear protocols for its use that prioritize the well-being of all community members, especially the most vulnerable.
Example 1: Generative AI for Student Writing Support
-       Harmful: A school adopts an LLM-powered writing tutor for students. The tool, trained on a corpus of standard text, consistently scores writing from English language learners, neurodivergent students, or those who use non-dominant dialects lower. It homogenizes student expression by rewarding formulaic, generic prose and flags dialect-specific rhetorical flourishes as errors. This forces students into a cycle where they must erase their authentic voice to satisfy the algorithm's narrow definition of clarity.
-       Helpful: The school frames generative AI as a Rhetorical Logic Auditor. Instead of asking the AI to fix their work, students are taught to prompt the machine to identify the specific strengths of their chosen style. A student using an atypical rhetorical structure might then prompt the AI to "Act as a rhetorical analyst. Identify the core logic and argumentative style in this draft. Explain how this style communicates meaning effectively, and then suggest how I can sharpen my points while preserving my specific voice". The final authority on quality and integrity remains with the collaborative work of the student and their human teacher, who are empowered to celebrate diversity of expression instead of penalizing it.
Example 2: Generative AI for Curriculum Development
-       Harmful: To save time, a district encourages teachers to use an LLM to generate lesson plans and instructional materials. A history teacher, pressed for time, prompts the AI to create a unit on westward expansion in the United States. The LLM, reflecting biases in its training data, produces content that glorifies manifest destiny narratives while omitting the perspectives and violent displacement of Indigenous peoples. This historically inaccurate and culturally harmful material is then taught to students.
-       Helpful: The school's policy treats LLMs as a creative assistant, not an expert source. Teachers are trained to use generative AI for initial brainstorming and to find diverse primary source documents. Any content generated by an AI is rigorously fact-checked and reviewed for bias by the teacher, who remains the pedagogical expert. The school creates a collaborative, human-led process where teachers openly share and vet any AI-assisted materials, ensuring that all curriculum is accurate, culturally sustaining, and educationally sound before it is used with students.
The Challenge of Doing No Harm
Doing no harm is more complex than a simple pledge. Harm itself is not a monolith. It is contextual and often unevenly distributed. An intervention intended to promote safety can easily function as harmful surveillance for already marginalized students. A tool designed to personalize learning can, in practice, segregate and stigmatize. This is precisely why this principle (like all the principles in this framework) cannot stand alone. Without a community-driven process to define and respond to potential harms as they emerge from the lived experiences of schools, and without dedicated human oversight to interpret and question algorithmic outputs, doing no harm risks becoming an empty promise. It is not a technical problem to be solved, but an ongoing, human challenge that requires constant vigilance. We must treat AI tools not as neutral solutions, but as powerful interventions that carry inherent risks. By building robust safeguards and attending to the well-being of our most vulnerable community members, we can ensure that our pursuit of technological innovation does not come at the cost of our core ethical obligations to the students we serve.
Provocation
	Identify the AI tool in your school with the highest risk of vicious feedback loops for marginalized students. Draft a "Safety Cease-and-Desist" memo addressed to your department or administration. In it, specify the exact conditions (e.g., third-party audit, bias mitigation) that must be met before you will resume sanctioning its use in your classroom (or other space in which you work as an educator). 


Expanding Educational Equity & Access
Principle 2. Bridge Gaps, Don't Widen Them.
The use of AI in education must never exacerbate existing divides within a school community.
Why?
While doing no harm is focused on preventing AI from perpetuating the inherent biases baked into its code, this principle addresses a more subtle but equally corrosive danger: The risk that AI tools, even when used without malicious intent, will systematically widen the gaps that already exist in our school communities. Any ethical commitment to using AI needs to ensure that the technology serves as a bridge, not a wedge.
Conversations around educational technology have often centered on the digital divide—the gap between those with access to devices and those without. With the advent of wide-use AI, these access issues are by no means solved. AI technology also presents a more complex and insidious challenge, one that is less about material access and more about ideology. Perhaps more than any other technology, uncritical use of AI lends itself to exacerbating a hegemony divide, where AI tools risk becoming powerful enforcers of dominant cultural, linguistic, and social norms. Trained on data that reflects existing societal power structures, LLMs will naturally tend to reward and amplify the modes of expression and ways of knowing that are already dominant and privileged, while marginalizing those that are not.
This is not a hypothetical concern. Consider an LLM deployed as a “writing partner” for all students. Used without care, such a tool will favor certain kinds of prose. For students whose home language, dialect, or cultural traditions differ from this norm, the AI’s feedback can become a constant, subtle message that their authentic voice is somehow incorrect or inferior. This is not just a matter of grammar; it is a mechanism of identity erasure that homogenizes student expression and devalues the very diversity of being that it should celebrate. It creates a new kind of equity challenge for schools to navigate.
So noted. And also, the intentional use of LLMs and similar tools can be incredibly empowering for the same groups that are disempowered through careless use. LLMs can be incredibly effective ways for educators to broaden their materials and instruction to provide a more culturally sustaining practice, one that is not hamstrung by an inability (time-limited or otherwise) to provide materials for a wider spectrum of humans than has been historically well-served in many school environments. The issue here is not one of what the technology can do, it’s in what we choose to do with it.
We have a choice here. We can allow AI to become a quiet tool of assimilation, a force that pushes every student toward a single, statistically-most-likely, standard of propriety. Or, we can seek to intentionally wield it as a tool of amplification. We can use it to create materials that are more accessible for students with diverse learning needs, to translate and celebrate different languages, and to help every student find and refine their unique voice. The technology itself is ambivalent; the ethical choice is for amplification over assimilation, every time, recognizing both the risks and opportunities at play.
In Practice
A school community must critically examine not just what an AI tool does, but how its implementation impacts all members of the community. Seek to use AI as a precision tool for equity, not a blunt instrument that deepens existing divides.
Example 1: Differentiating Materials for Diverse Learners
-       Gap-Widening: A district adopts an AI platform that promises to "personalize learning" by automatically adjusting the reading level of texts for students. A teacher uploads a complex science article, and the AI generates a simplified version for certain students. This version strips out critical nuance and vocabulary, effectively creating a separate, less rigorous curriculum. Students identified as neurodivergent or as language learners are siloed into this simplified track, widening the gap between them and their peers who receive the richer, more complex material.
-       Bridge-Building: The school frames AI as a tool for Interest-Based Branching to leverage diverse cognitive strengths in line with the principles of Universal Design for Learning (UDL). Instead of reducing the cognitive level of the text, the teacher uses an AI to create multiple entry points into the same complex material. A teacher prompts the AI: "Act as a UDL consultant. This science article is complex. Create three 'Deep-Dive' entry points that maintain the original rigor: One focusing on the historical narrative of the discovery, one on the data patterns and mathematical models underpinning the material, and one on the ethical and social implications. Provide all students with access to all three versions". This approach allows students, replete with their particular, spiky, profiles (such as intense focus on data or narrative) to engage with the full complexity of the curriculum through a lens that matches their cognitive style.
Example 2: School-to-Home Communication
-       Gap-Widening: An administrator uses an AI to automate its newsletter and parent announcements, including auto-translating them into multiple languages. The generated text is generic and lacks a personal touch. The translations are literal but culturally clumsy, causing confusion or mistrust among families for whom English is not their primary language. The system creates a sense of impersonal, top-down communication that alienates the very families it is intended to reach, widening the divide between the school and its community.
-       Bridge-Building: An administrator uses the AI as a first-draft assistant. They then spend the time saved on proofreading and adding personal, celebratory anecdotes about students and staff. Before sending, any AI-generated translations (prompted in such a way as to try to avoid the kinds of errors in the preceding approach) are reviewed by a human to ensure they are culturally appropriate and convey an appropriate tone. The AI handles the rote work, freeing up human time for the essential work of building relationships and trust.
An Intentional Choice
The way we implement AI in our schools is not predetermined. Technology is not destiny, but the path of least resistance often leads to reinforcing the status quo and widening the very gaps we claim to be closing. Choosing to use AI as a bridge requires vigilance, critical consciousness, and a willingness to prioritize the needs of the most marginalized, and least heard members of our communities over the shiny allure of technological efficiency. It is the harder choice, but it is the only one that aligns with a fundamental purpose of education: To build a more just and equitable world for everyone.
Provocation
	Identify Assimilative Tech: Find one instance where a school technology (AI-powered writing tutor, standardized grading algorithm, or automated feedback tool) is acting as a tool of assimilation. Where is it enforcing a single, statistically-most-likely standard of expression (e.g., flagging non-dominant dialects or neuro-atypical structures as errors)? 
	Ask a small group of students to identify one simplified AI resource currently provided to them. Ask them: "Does this help you reach the complex goal, or does it hide the goal from you?". Use their response to redesign the prompt into an Interest-Based Branching model. 
	Select one specific student voice that is currently being marginalized by this tool. Design a specific amplifying prompt—such as a Rhetorical Logic Auditor—that intentionally uses the AI to celebrate and sharpen that student's unique voice rather than smoothing it over. 


Expanding Educational Equity & Access
Principle 3. Privacy by Default.
The use of AI in education must maintain user privacy, and not be used to further market capture.
Why?
It’s easy to view privacy simply as a technical guideline. I’m speaking to a larger notion here; a defense of the fundamental nature of school. Schools should be spaces where students can take intellectual risks, ask vulnerable questions, and make the mistakes necessary for growth. This is only truly possible in an environment free from surveillance. When students and teachers know their data is being logged, analyzed, and stored, it violates a vital part of the educational compact.
The incongruity of modern capitalist practices and humanistic goals of education are nothing new. The mission of education is to foster human flourishing, while the dominant business model of the modern technology industry is data extraction for profit. These two goals are irreconcilable. Many AI tools offered to schools operate on a model of market capture, not ultimately serving an educational community, but working as a means to ultimately commoditize it. [8]
Once that happens, profit motives drive the rest of the enshittification cycle.[9] A company offers a powerful, often initially free, AI tool to educators and students. This initial generosity serves to capture the user base and their data. Once accomplished, the platform's focus shifts from serving community members to leveraging their data to create value for other parties, or to begin extracting payment for services that were initially free. The quality of the service inevitably degrades as user needs are subordinated to the profit motive.
When we adopt these 'free' tools, we aren't just consumers; we are the crop in a data farm. It's a transaction where intellectual privacy is the currency. This creates a significant potential for harm. Collected data can be used to create profiles that perpetuate biases, be exposed in data breaches, or be used in the future in ways we cannot predict. All of these are a clear ethical violation of students’ rights.
Because this extractive model is the default for so much of the tech industry, a school's ethical stance must be to treat privacy as the default. The burden of proof must fall on any tool or vendor to demonstrate that its model is not based on market capture and data exploitation. Without this commitment, we allow the transformation of schools from communities of learning into frontiers for data colonization.
In Practice
School communities must adopt a posture of proactive stewardship over student and faculty data. This means shifting the default from opt-out to opt-in and creating a vetting process for any new technology: How does this tool handle our data, who has access to it, and does its educational value justify the inherent risks?
Example 1: AI-Powered Student Support Chatbot
-       Profiteering: A school integrates a free AI chatbot into its student wellness portal, encouraging students to use it for help with homework, time management, and even personal anxieties. The vendor's terms of service, buried in a lengthy document, grant them the right to retain and analyze all conversation data to improve their services. This data is used to build detailed, permanent profiles of students, including their academic struggles and emotional states, creating a valuable asset for the vendor to later monetize.
-       Private: The school establishes a policy that any AI tool handling student interactions must be private by design. They select a chatbot provider that offers a zero-retention option with enterprise-level data protection. The school explicitly communicates to students and families that the tool is for general guidance only, that no data is saved, and that for personal or sensitive issues, the only appropriate resource is a trusted human professional.
Example 2: Generative AI for Teacher Collaboration
-       Profiteering: A district encourages teachers to use a popular, consumer-grade generative AI platform for all collaborative work—lesson planning, drafting student feedback, and discussing student needs. Teachers upload documents and have conversations that include sensitive student information. All of this data is absorbed into the AI's training model. The school's confidential information is now a part of the vendor's corporate asset, with no guarantee of how it will be used or who it might be exposed to in the future.
-       Private: The school invests in an enterprise-level AI environment for faculty use. All prompts and user data remain within the school's secure system and are never used to train external models. The school provides clear training and guidelines for teachers: Commercial AI can be used to brainstorm pedagogical strategies or create template materials, but any discussion or analysis involving specific, identifiable student information must take place on secure, internal platforms that are not connected to third-party AI systems.
A Non-Negotiable Default
Privacy cannot be treated as a setting to be configured. It must be a non-negotiable for any technology use that is sanctioned in a school. This requires a shift in mindset from passive adoption to critical curation. It is the responsibility of the educational community—administrators, teachers, parents, and students—to demand transparency and hold vendors accountable. Protecting student privacy is the essential foundation upon which any ethical and effective use of technology must be built. If that privacy cannot be reasonably assured, then the use of a technological tool, LLM or otherwise, should not be possible.
Provocation
	Select one free educational tool used in your school. Find its privacy policy. Identify the specific clause that permits market capture or data exploitation. Draft the email you will send to your administration demanding a private by design alternative, rather than accepting these frontiers for data colonization. 


Expanding Educational Equity & Access
Principle 4. Include All Voices.
The use of AI in education must work to authentically engage all voices within a school community.
Why?
Including all voices is about moving from preventing negative outcomes to collaboratively designing positive ones. The core idea is not just to implement AI safely, but to do so in a way that is a genuine expression of the community's collective will and wisdom.
Without a deep commitment to authentic engagement, any attempt at inclusion risks becoming a performative checklist. This kind of token inclusion, where feedback is solicited but not seriously acted upon, can be more damaging than no inclusion at all. It erodes the trust that is the bedrock of any healthy school community. As soon as stakeholders realize their voices are being used to legitimize a predetermined outcome, hope for a successful, sustainable technology initiative is lost. Once broken, trust is super-hard to repair.
Embracing technoskepticism in this work is particularly central to ethical AI deployment. Technoskeptics are frequently parceled off as Luddites and dismissed. This label fundamentally misunderstands Luddism. Historical Luddites weren't anti-technology zealots; they were skilled artisans protesting how specific machines were used to devalue their expertise and consolidate power. Their modern educational equivalents—experienced educators, parents, and students—raise similar, valid concerns about the lived reality of today's schools. This critical perspective isn't a roadblock to progress. It serves as an invaluable form of quality control and risk assessment, ensuring new tools serve human interests rather than undermining them.
Ultimately, authentic engagement reframes the entire process of technology adoption. It treats the voices of those who are typically marginalized (e.g. students with disabilities, English language learners, skeptical educators, and low-tech families) not as edge cases to be managed, but as essential partners in design. These groups are uniquely positioned to identify potential failure points that an administrator or a software developer would never see. Including them is not an add-on or a final step in a rollout plan. It is the only way to ensure that the use of any technology, AI included, emerges from and is accountable to the complex, diverse, and deeply human community it is meant to serve.
In Practice
Putting this principle into practice requires changes in how many school communities approach decision-making. Work to restructure processes so that typically underheard voices have power to shape outcomes, not just collect voices more efficiently. It is the difference between creating an illusion of consensus and facilitating true collaboration.
Example 1: Developing a School's AI Usage Policy
-       Tokenized: An administrator independently drafts a new Acceptable Use Policy for AI. To gather feedback, they use an LLM to generate a survey with questions framed to validate the pre-existing draft. The survey responses—which include varied perspectives from neurodivergent students and families using non-dominant dialects—are fed back into the LLM with the prompt: "Summarize these responses and pull quotes that support the new policy". The machine favors the most common, standard-sounding responses and effectively erasing dissenting feedback that doesn't fit the average. The resulting document is presented as evidence of community buy-in, while the most vulnerable voices have been systematically excluded.
-       Authentic: A working group composed of teachers, students, parents, and administrators is formed to co-design an Acceptable Use of AI Policy. During the community feedback phase, they explicitly use an LLM for Outlier Analysis. They prompt the AI: "Summarize the common themes from these town hall transcripts. Specifically identify the 'outlier' voices—those that disagree with the majority, offer unique perspectives, or use atypical language to express concerns. Present these outliers with their full context so we can ensure our policy addresses the needs of our most marginalized members, not just the majority". The group uses this analysis to facilitate complex, nuanced conversations, ensuring the final policy emerges from a shared understanding that values every voice in the community.
Example 2: Selecting New Curricular Materials
-       Tokenized: A curriculum committee wants to diversify the 11th-grade English syllabus. The chair prompts an LLM: "Generate a list of ten novels by diverse authors appropriate for 11th graders." The committee votes on the AI-generated list and purchases the top three books. They announce a new, "more inclusive" curriculum without ever consulting the students or communities that are meant to be represented by the new texts.
-       Authentic: Teachers facilitate discussions with students about the themes, authors, and stories they feel are missing from their current curriculum. The themes that emerge from these conversations (e.g., "the immigrant experience in our city," "stories about environmental justice") are then used to create specific prompts for an LLM. For instance: "Act as a librarian. Based on student interest in local environmental justice, find three non-fiction texts, two novels, and five poems written by authors from our region." The AI-generated options are then brought back to students and the community for discussion and final selection, keeping them as central, active partners in building their own curriculum.
Example 3: Student-Led Technical Auditing
-       Tokenized: A student council is asked to review a new AI policy already approved by the board. Their feedback is recorded in minutes that are never revisited, serving only to check a box for student input.
-       Authentic: Students in a computer science or ethics course are tasked with performing an ethical audit on a proposed AI tool. They are given the school’s operating frameworks and asked: "Where is this tool in tension with our guiding principles around the ethical use of AI in our school?” Their findings are presented directly to the steering committee, with the power to trigger a formal review before the tool is sanctioned for use.
The Work of Listening
A commitment to including all voices is not about finding a more efficient way to manage feedback or build consensus. It is about restructuring how decisions are made. Those in positions of authority must be willing (if not eager!) to cede some of their control and to trust in the collective wisdom of their community. Using an LLM to summarize survey data is easy. Using technology to facilitate difficult, nuanced, and genuinely collaborative conversations is less-so.
Provocation
	Identify a recent tech decision process at your school that relied on token inclusion (e.g., a survey sent after the decision was made). Who was the technoskeptic (e.g., critical teacher, low-tech family) whose voice was dismissed as an edge case? Describe the authentic, collaborative process you should have used instead. 


Theme 3: Purposeful Implementation
It is not enough to have good intentions. We must build systems of transparency and accountability—and, most importantly, the space to say 'no' after a critical evaluation.
Agency and equity provide the why; purposeful implementation provides the how. This final set of principles moves from the abstract to the concrete, establishing the day-to-day practices required for ethical AI use. It is not enough to have good intentions. We must build systems of transparency and accountability—and, most importantly, the space to say 'no' after a critical evaluation. These principles are a direct challenge to technological solutionism—the unthinking adoption of tools for their own sake. They demand that every use of AI be deliberate, honest, and subordinate to the core pedagogical mission of the school.
Purposeful Implementation
Principle 1. No Hidden AI
The use of AI must be fully transparent.
Why?
Undisclosed AI is a deception. Human communication operates on an assumption of good faith, and a shared understanding that we are interacting with another person who possesses a common understanding of reality. When we conceal the use of a non-human, non-intelligent, statistical pattern matcher in a conversation, we violate this social contract. The other person is unknowingly interacting with a system that can have no genuine understanding, no shared experience, and no real intent. This is an active misrepresentation.
When this deception occurs in a school, it is an abdication of our responsibility to care. However useful an AI-generated response might be, the decision to offload a relational or pedagogical task to a machine without declaring it signals an abdication of the human connection that education depends on. It prioritizes the efficiency of the sender over the dignity and agency of the receiver. Whether it's a student receiving feedback or a parent receiving an update, the undeclared use of AI replaces genuine presence with a hollow, automated substitute.
The desire for efficiency arises from real concerns. Educators are often placed under unsustainable time pressures, and the decision to use tools to manage overwhelming workloads is completely understandable. The argument for transparency does not deny this reality. There is no inherent relational harm in using AI for review, or to generate a draft of a communiqué, or for many of the tasks that AI is being employed to accomplish in schools, provided that use is accompanied by disclosure. The ethical failure here is not in the use of the tool, but in any secrecy surrounding it.
We also must recognize that the systemic conditions driving educators toward these kinds of shortcuts are, themselves, an ethical concern. A system that overloads its professionals to the point where abdicating care and attention is a necessity, is a system that absolutely needs reform. Leaving them aside here, I will note that the principle of transparent AI use in schools both focuses on the obligation of educators and education to be honest, and also serves as a critique of the broader educational environment that makes such honesty a conscious, sometimes difficult choice.
In Practice
Example 1: Student Academic Work
-       Deceptive: A school treats AI use solely as a matter of academic dishonesty, relying on unreliable detection software to catch students. This creates a punitive, adversarial environment that disproportionately harms atypical language use. Unique writing styles are often flagged as anomalies or "non-standard" by biased algorithms. Because the only acknowledged use is a forbidden one, students hide their interactions with the tool, eroding the trust required for a healthy learning community.
-       Disclosed: The school updates its integrity policy to treat AI as a powerful tool requiring methodological disclosure. Rather than a generic citation, students provide a Process Note that details the how and why of their AI interaction. An acceptable disclosure might read: "I used an LLM to help me organize my initial brainstormed thoughts into a logical outline. The machine generated the structure, but all specific arguments, evidence, and the final prose were written and fact-checked by me to ensure my authentic voice remained central". This shifts the focus from punishment to a pedagogical conversation about how tools can bridge individual barriers while maintaining human agency.
Example 2: Educator-to-Educator Communication
-       Deceptive: An administrator uses an LLM to generate their emails to staff, including responses to sensitive questions or feedback on submitted work. The language is articulated and generic, lacking a genuine, personal voice.[10] Staff members feel a sense of distance and suspect their concerns are not so much being heard by a person, as they are being processed by a machine. Trust and morale erode.
-       Disclosed: An administrator uses an AI to help draft routine, informational announcements. At the end of these messages, they include a simple, clear sign-off: "Drafted with AI assistance and reviewed by me." For any communication that is relational or requires nuance (e.g. providing feedback, or addressing a personal concern) they write it themselves. This approach reclaims time without sacrificing the trust that is essential for a healthy professional culture.
Example 3: School-to-Parent Communication
-       Deceptive: Following a safety incident at the school, a principal uses an LLM to write a message to all families. The aim is to be fast and sound professional, but the resulting email lacks authenticity and genuine empathy. The actual outcome feels like a hollow, automated substitute for care. This perceived distance heightens anxiety and leads families to feel that school leadership is processing their children as data points rather than human beings.
-       Disclosed: In a similar situation, the principal uses an LLM to quickly generate a structural outline, ensuring no critical facts are missed during a high-stress moment. They then write the message themselves, filling that structure with their own voice, specific reassurances, and genuine empathy. To provide cognitive clarity for the community, they include an explicit process note at the end: "To get this urgent information to you as clearly as possible, I used an AI tool to help me organize the structure of this email. I have personally revised the content and verified all safety details to ensure this message reflects my own judgment and my commitment to your children's well-being.” This level of transparency avoids social ambiguity and confirms that a human is both present in, and fully accountable for the communication.
An Argument for Honesty
No Hidden AI is not an argument against technology or efficiency. It is an argument for honesty. In education, where relationships are built on a foundation of trust and a shared commitment to human growth, transparency is not an optional feature, it is a prerequisite. Disclosure means that we choose to use AI as a tool that serves our human values, ensuring that our communication remains authentic and our responsibility to care for one another is never abdicated. The simple act of attribution is a powerful defense of the human-centered mission of our schools in the face of so much that seeks to dehumanize this work.
Provocation
	Review your last five professional emails. Find one that could have been (or was) assisted by AI. Practice disclosure: Write the simple, honest sign-off (e.g., "Drafted with AI assistance and reviewed by me") you will add to all such future communications to avoid a hollow, automated substitute for connection. 


Purposeful Implementation
Principle 2. Count All Costs
The use of AI in education must be clear-eyed and honest about its inevitable costs.
Why?
Because they are real.
Material Costs
The language we use to describe modern technology (e.g. ‘the cloud,’ ‘virtual reality’) intentionally obscures its massive physical reality. AI is not ethereal; it is built on a foundation of sprawling data centers that consume significant amounts of energy and water. These costs are not abstract. They have direct impacts on the local communities where these facilities are located, often straining their resources, and they contribute significantly to the global carbon footprint that drives climate change. This creates a direct ethical challenge for any school, particularly one that claims to value sustainability. To adopt AI tools without acknowledging their environmental toll is to foist the true costs of our choices onto distant, invisible communities. Compounding the problem is a profound lack of transparency from the tech industry. It is nearly impossible to get a clear, honest accounting of the environmental price tag for any given AI service[11]. This opacity makes a true cost-benefit analysis impossible, directly at odds with the need to be clear-eyed and honest. An ethical stance requires us to ask questions that vendors may be unable or unwilling to answer, and to reckon with the hypocrisy of pursuing technological progress at the expense of our ecological responsibilities.
This is a matter of pedagogical integrity. We cannot, in good conscience, teach a unit on ecology or global citizenship while simultaneously ignoring that our language chores are being processed in data centers that strain the water tables of distant, invisible communities.
What we tolerate, we accept, and a school’s technological choices are a reflection of what its community is willing to tolerate, if not outright endorse. Internally, the push to adopt AI can represent an ideological shift that devalues the complex, relational work of human educators, redirecting resources from people to products under the guise of efficiency. This choice endorses a broader societal narrative that seeks to de-professionalize skilled labor and replace it with automated systems. The logic of expendable labor extends throughout the entire supply chain of the technology. The functioning of LLMs rely on a hidden global workforce performing psychologically taxing ‘ghost work’ like data labeling and Reinforcement Learning from Human Feedback (aka RLHF).[12] By using these tools without acknowledging the human labor that powers them — labor that is often poorly compensated and deeply exploitative — we participate in that exploitation.
Cultural Costs
It is impossible to predict the future with certainty. It is also an ethical imperative to consider what might happen when we integrate powerful new technologies into our communities. The use of AI is not a culturally neutral act. We must ask how it might subtly alter the relational fabric of a school. What happens to the collaborative culture among teachers if the default starting point for creativity becomes a solitary interaction with a machine? What is the cost to student growth if the primary feedback they receive is stripped of human connection? And how does our collective definition of successful learning change if we begin to favor the kinds of products that AI generates most easily, at the expense of more complex, messy, and authentically human forms of intellectual and creative work?
What about the cost to learning itself? When students are encouraged to use AI as a substitute for, rather than in support of, their thinking, we risk enabling a form of cognitive offloading that leads to the atrophy of essential skills. This, in turn, shifts the goal of learning away from the difficult, valuable process of critical inquiry and toward the shallow, immediate production of a plausible output. In such a system, the role of the educator is inevitably diminished. Their expertise in fostering in-depth understanding, guiding intellectual development, and nurturing curiosity is devalued, reducing them to a mere facilitator of a student’s interaction with a machine.
Gotta Count Them All
Counting all costs means we must confront all of these dynamics. The opaque nature of AI’s impact on the communities in which it is physically incarnated does not make those impacts any less real. The convenience of an AI tool in a classroom cannot be ethically uncoupled from the dignity and well-being of the people who were used to build it. The potential harms to the actual process and purpose of education demand that we are honest about how an uncritical use of AI can undermine the work we seek to do in schools (and elsewhere).
In Practice
A school community that is counting costs is one that has shifted from a posture of passive technology acceptance to one of active critical inquiry. It means building processes that force a confrontation with the full spectrum of costs, not just the ones on a vendor’s invoice.
Example 1: Selecting a School-Wide AI Tutoring Platform
-       Easy: Enticed by the promise of better differentiation, the administration of a school focuses on the vendor’s advertised benefits and the initial licensing fee of their AI product. They accept vendor assurances on privacy and ethics at face value, glossing over the lengthy terms of service. The decision is rushed, driven by a desire to appear innovative without engaging in the slow, difficult work of community consultation or deep technical vetting.
-       Honest: A school forms a committee of teachers, students, and parents to create a Full-Cost Rubric. This rubric includes specific, difficult questions: Where are your data centers located, and what is their energy source? Can you provide your policies on content moderator well-being? How does your algorithm guard against perpetuating biases? The decision-making process is transparent and intentional, acknowledging that even if no perfect tool exists, the communal act of asking honest questions is a valuable outcome in itself.
Example 2: Policy on Using Generative AI for Teacher Lesson Planning
-       Easy: A district encourages teachers to use free, consumer-grade LLMs to save time, but provides no formal policy or training. This creates a freewheeling environment where individual teachers are left to navigate the ethical minefield alone. The hidden costs quickly mount: Inconsistent quality of materials, an increase in subtle plagiarism, and a breakdown of the collaborative planning culture that defines a healthy professional community.
-       Honest: A school’s leadership co-develops a policy with faculty that positions AI as a brainstorming assistant, not an expert. They invest in a secure, sandboxed AI environment and allocate paid time for professional learning that focuses on critical evaluation of AI outputs. They create shared resources, like a library of effective prompts and protocols for vetting AI-generated content, ensuring the technology serves to enhance (not replace) the collective professional wisdom of the faculty.
Example 3: A Teacher Creating Media for a Lesson
-       Easy: A history teacher needs an image of the Boston Tea Party for a slide deck. They use a free, popular image generator and get a usable picture in seconds. They don’t consider the copyright implications, the potential for historical or ethnic inaccuracies in the depiction, or that the tool was likely trained on the uncredited work of human artists. The immediate convenience leads them to outweigh any consideration of the hidden ethical or pedagogical costs.
-       Honest: Another teacher wants the same image. They first consider whether a public domain historical image would be more appropriate. If they still opt for an AI tool, they choose one with more transparent policies and use a detailed prompt that specifies the historical accuracy of participants. They then present the image to their student as an explicitly AI-generated artifact, leading to a discussion about its potential biases and comparing it to primary source documents. The tool becomes a learning opportunity, not just a shortcut.
The Price of Progress
Counting all costs is not an argument against progress or innovation. It is an argument for responsible stewardship. The allure of a new tool can never be an excuse to abandon our critical faculties or our ethical obligations to our students, our colleagues, and the global community. Through clear-eyed and honest accounting, we ensure that our technological choices serve the enduring, human-centered mission of education, rather than allowing our mission to be reshaped by the hidden costs of our tools.
Provocation
	Choose one free AI tool you use that carries a heavy environmental toll or relies on exploitative ghost work. Identify a Human Debt Repayment: For every hour you save using this tool, commit to one hour of low-tech relational work (e.g., 1-on-1 student conferences) that could not exist without that saved time. If the cost is higher than the relational gain, consider discontinuing the use of the tool entirely. 


Purposeful Implementation
Principle 3. Eyes Wide Open
The use of AI in education must be clear-eyed and honest about its limitations.
Why?
The current conversation around AI in education is saturated with hype. Proponents claim that today’s AI tools are just a few iterations away from solving a host of complex educational challenges. An ethical approach requires us to move past the marketing and engage with a more sober reality: This technology has fundamental, baked-in limitations.
These are not temporary bugs that will be exterminated in the next version of the tool. They are inherent consequences of the underlying transformer architecture that powers generative AI. These models are very useful statistical pattern matchers, trained on an incomprehensible amount of data. They will never actually be intelligent.[13] When viewed through the lens of a school's mission, this limitation becomes a significant pedagogical concern:
-       Hallucinations are unavoidable. An LLM’s purpose is to generate statistically probable text, not to verify truth, meaning it will always be capable of producing confident, completely false information.[14] This isn't a flaw to be fixed, but a direct result of its core design. In an educational setting dedicated to fostering factual accuracy and critical thinking, this is a profound risk.
-       Perfect reliability is impossible. Schools are high-stakes environments where decisions about assessment and feedback have long-term impacts on students. The probabilistic nature of LLMs means they cannot guarantee the same output every time, making them unsuitable for any task that requires responsibility, consistency, or dependability.
-       There is no empathy or understanding. Education is a relational endeavor built on trust and human connection. An LLM lacks awareness or empathy. It cannot understand a student's frustration or celebrate their breakthrough in any real way. It is a language machine, not a thinking one, making it an empty substitute for the human connection that drives real learning.
I have no doubt that the people pushing this technology want us to believe that the current moment is a waypoint on a path to actual artificial intelligence, but that claim is based on vibes. It is certainly no more supported than a counter-claim that the architecture of LLMs cannot and will not lead to genuine, human-like intelligence. The undeniable utility of LLMs is a clear example of the unreasonable effectiveness of data:[15] With a massive-enough dataset, statistical models can achieve remarkable performance on complex tasks without comprehending the task itself. Modern AI systems are simply the language and pixel versions of this principle in action
Recognizing these limitations is not an argument against using AI. It is an argument for using it wisely and for the right tasks, what I will call language chores. A language chore is a task that requires the use of language in a statistically likely and patterned way. Examples include generating a first draft of a routine email, summarizing a document into bullet points, or rephrasing a sentence to have a different tone. In these cases, the statistical nature of the tool is a strength, not a liability. When we are not clear-eyed and honest about what this technology cannot do, we risk deploying it in situations where its failures can cause real harm. We might ask it to make judgments it is incapable of making (e.g. grading an essay for its conceptual depth), or trust it with high-stakes tasks that demand an honesty that it can never guarantee (e.g. determining if a student has plagiarized). Keeping our eyes wide open means that we see these tools for what they are: Powerful and limited assistants for specific tasks, not the revolutionary, all-purpose solution that hype-men would have us believe.
In Practice
A school community must learn to distinguish between tasks where an LLM's statistical nature is a strength and those where its limitations pose an unacceptable risk. This is the difference between leveraging a tool for an appropriate assistive task and inappropriately delegating a core professional responsibility.
Example 1: Teacher Grading Student Work
-       Inappropriate: An English teacher directs an LLM to grade a set of student essays based on a provided rubric. The AI, unable to comprehend the nuance of argumentation or a student's unique voice, over-penalizes unconventional writing styles and focuses on surface-level features. The grades are inconsistent, and the feedback lacks the genuine insight needed for student growth or any degree of cultural responsiveness.[16]
-       Appropriate: A teacher uses an LLM as a feedback partner. They prompt it to "Act as a copy editor. Identify potential grammatical errors and awkward sentences in this essay, and list them for my review." The teacher vets the AI's suggestions, using the valid ones to inform their own holistic assessment. The final grade and all conceptual feedback remain the exclusive domain of the human educator, who uses the tool for a specific language chore without ceding their professional responsibility.
Example 2: Administrator Reviewing Staff Work
-       Inappropriate: An administrator, facing a pile of teacher-submitted professional growth plans, uses an LLM to analyze and provide feedback on each one. The AI, lacking any of the human context about the teachers, their classroom environments, or the school's culture, generates generic, often irrelevant feedback. Teachers recognize the impersonal nature of the comments. The process becomes a meaningless compliance exercise, eroding trust.
-       Appropriate: An administrator uses the LLM as a data-synthesis tool. They prompt the AI to identify and categorize the top 5 most frequently mentioned goals and requested resources in these documents. The administrator uses this high-level summary as a starting point for a collaborative conversation with faculty to plan meaningful and relevant professional development for the year. The AI is used to assist in pattern-finding, not for judgment.
Example 3: Teacher Planning a Lesson
-       Inappropriate: A history teacher prompts an LLM: "Find me three primary source documents about the experiences of Dust Bowl migrants." The AI generates three compelling, emotionally resonant, and well-written diary entries…that are entirely fabricated. Without verifying them, the teacher builds a lesson around these documents, inadvertently teaching historical fiction as fact.
-       Appropriate: A teacher prompts an LLM to suggest search terms and reliable online archives where they can find authentic primary source documents about the experiences of Dust Bowl migrants. The AI provides a list of effective search queries and direct links to trusted sources. The AI is used to enhance the research process, not replace it, ensuring the teacher remains the final, critical arbiter of their sources.
A Tool, Not a Mind
The distinction between a tool and a mind is the one we should make when considering the role of AI in our schools. A tool is an instrument we wield with a purpose. A mind is a consciousness we engage with in a relationship. For all its power, Generative AI is firmly and forever in the first category. To mistake it for the second is both a technical error, and a failure of our professional and ethical imagination.
When we see AI as a tool, we become responsible for knowing its limits. We understand that its statistical nature makes it useful for some tasks and unsuited for others. We use it to assist with the rote and the routine, the language chores, freeing up our human energy for the work that matters most: The complex, the nuanced, and the relational. We refuse to delegate our judgment, our empathy, or our responsibility to a machine that possesses none of these things.
Keeping our eyes wide open is not an anti-technology stance. It is a commitment to intentionality. It is the choice to remain the authors of our students' educational experience, using every tool at our disposal with the wisdom to know when, how, and why. Our vision, not some tool’s power, must dictate the future
Provocation
	Identify one core professional responsibility you are most tempted to delegate to AI due to burnout or other time-burdens (e.g., nuanced grading). Draft a “Pledge of Non-Delegation." Share this pledge with your students or a colleague, explicitly stating that you will never use AI for this specific task because doing so would be an unethical abdication of your responsibilities. 


Purposeful Implementation
Principle 4. Intentional, Always
The use of AI in education must be fit for purpose, and not for the sake of using AI alone.
Why?
Intentionality is the discipline we apply to enacting our desires. It is not enough for a need to be bottom-up, the solution must be fit for purpose. We must guard against the trap of solutionism where a genuine community need is used as a means to bring in a shiny, unnecessary AI tool that carries hidden costs and creates new dependencies.
The history of technology in schools is littered with expensive, underused tools that were adopted not to solve a clearly defined problem, but to act as signifiers of progress. There is a recurrent fear of somehow being left behind if we don’t throw in with the next fancy tech thing to come along, regardless of the pedagogical reasons for doing so. This is the education version of technological solutionism: Finding a tool, and then hunting for the problems it might solve. It is not a new dynamic.
With the advent of generative AI, the old pattern carries magnified risks. The hype cycle, combined with powerful corporate interests eager to "disrupt" the education space, creates a pressure for schools to do something with AI. But AI carries new concerns that were not as clearly present with prior tools. As established in earlier sections of this framework, the costs of using AI (environmental, labor, and cultural) are too significant to justify unthinking adoption. Adopting AI without intention, risks not just wasted resources, but real damage to our school communities.
An alternative approach here is move from a tech-first approach to a problem-first one. Such an inversion is purposeful, starting with the real, lived needs of the school community. Only then is there use in asking whether a tool—AI or otherwise—can help. The guiding idea here is using the tool for a purpose, not trying to find a purpose for the tool.
This is a cultural stance. It requires a community to cultivate a disposition of critical inquiry and the courage to resist the waves of hype. It demands transparency in decision-making, and a robust consideration of all perspectives, to determine if and how any new technology will genuinely serve the core mission of the school.
In Practice
In any given situation, the community of a school should choose the considered, problem-first approach over the unthinking, tech-first one.
Example 1:Teacher Professional Development
-       Unthinking: A district announces that this year's focus is AI, and mandates that all teachers attend a training on a new, all-in-one AI lesson-planning platform. Teachers, who may not have asked for this tool, see it as a top-down requirement that doesn't address the specific challenges of their students or subjects, leading to compliance-level use rather than meaningful integration.
-       Considered: A group of history teachers identifies a shared problem: Students have difficulty understanding that historical interpretations change over time. As a team, they decide to explore how they could use an LLM to address this. They design a lesson where students prompt an AI to describe a historical event from different ideological perspectives. The technology is chosen for a specific pedagogical purpose in teaching historiography.
Example 2: Administrator School Improvement Plan
-       Unthinking: An administrator reads about using AI for data analysis and purchases a sophisticated dashboard that uses predictive analytics to flag “at-risk” students. The tool generates a sophisticated analysis, but it is adopted without a clear, pre-existing plan for intervention. The data is now available, but the school's human systems of support haven't been redesigned around it, creating the very real potential to negatively label students without providing them meaningful help.
-       Considered: The school's leadership team identifies a core problem in its strategic plan: Family engagement feels impersonal and one-size-fits-all. They decide to use an LLM to analyze anonymized survey feedback and categorize recurring themes. This allows them to identify specific, community-driven needs (e.g., "parents are confused about the new math curriculum") and then dedicate their human energy to designing targeted solutions.
Example 3: Student Research Project
-       Unthinking: A teacher assigns a research paper and tells students they can use AI to help. A student, seeing the technology as a shortcut, prompts an LLM to write a five-paragraph essay on the Amazon rainforest. The student is using the tool without any purpose beyond task completion, offloading the cognitive work of research and synthesis.
-       Considered: A student is researching the Amazon rainforest and finds themselves overwhelmed. They identify a specific difficulty: They don't know how to narrow their topic. The student intentionally prompts an LLM: Act as a research assistant. My topic is too broad. Suggest five specific, debatable research questions about the impact of deforestation that I could investigate. The student uses the AI to support them with a specific aspect of their learning process, maintaining ownership of the critical thinking that follows (and that has come before).
The Courage to Be Deliberate
The path of least resistance is always the unthinking one. In a world saturated with technological hype, it is always easier to adopt, to purchase, and to mandate. This path, however, risks making our schools passive consumers of technology, ceding control of our core purpose to the whims of the market and undermining the invaluable expertise of our educators.
Intentional use is a call to action. It is a call for educators and school communities to exercise their professional agency with courage. Choosing to be intentional is a deliberate act of resistance against the pull of novelty for its own sake, and a reaffirmation that technology must serve a pedagogical mission, not the other way around.
This deliberate path is not anti-innovation. On the contrary, it is a means to ensure that innovation is meaningful, sustainable, and ethical. It is the harder choice in the face of ever-accelerating progress. It is also the only one that can lead to outcomes that truly serve the complex, human needs of our students and our schools.
Provocation
	Identify a real, lived pedagogical problem you have (e.g., students "have difficulty understanding" a concept). Now, articulate how you could solve it without a new tool. Only after doing so may you ask: Is there a specific, intentional way AI could support your human-led solution? 


A Call to Action
The future of our schools is not inevitable. It is what we, as educators, have the courage to build.
The framework is now complete. But I want to be clear: This is not a checklist to be filed away, nor is it a technical manual for installation. It is a compass for orienting our professional agency.
What unifies all eleven principles, spanning Human Agency, Educational Equity, and Purposeful Implementation, is a single, non-negotiable idea: Intentionality as an act of professional resistance.
This framework is a tool to practice that resistance.
It is a resistance against passive abdication. When we center human agency, we reject the abdication of humanity that occurs when we let machines make human decisions. We refuse to become simple operators of a black box of magic words, and we commit to fighting the cognitive offloading that can lead to the atrophy of human potential.
It is a resistance against neutrality. When we expand educational equity, we reject the vicious feedback loops of bias baked into these tools. We make the active choice for amplification over assimilation. We refuse to let our schools become new frontiers for data colonization or to accept the enshittification cycle of market capture as the cost of doing business.
And it is a resistance against hype. When we demand purposeful implementation, we reject the core premise of technological solutionism. We find the courage to count all costs of using a tool, to keep our eyes wide open to inherent limitations, and to refuse the trap of finding a tool, and then hunting for the problems it might solve. We choose to see these tools for what they are: Useful assistants for language chores, not the magical minds that the hype would have us believe.
The path of least resistance is to be a passive consumer. It is easier to accept the vendor's terms, to believe the marketing, and to offload our complex, relational work onto a hollow, automated substitute. It is easier to adopt, to purchase, and to mandate than to do the hard, collaborative work of critical inquiry.
Choosing to be deliberate is harder work.
This choice is an act of resistance against the pull of novelty for its own sake. It is the courage to resist the wave of hype. It is a rejection of the idea that our professional judgment is secondary to an algorithm. It is the clarity to identify and reject tools that are terminally naïve (at best), if not plainly unethical.
This is not reactionary, anti-technology belief. It is professionalism. It is the moral and intellectual clarity to demand that technology must serve the humanistic mission of education, and not the other way around.
The future of our schools is not inevitable. It is what we, as educators, have the courage to build.
From Principle to Practice
No Whine Without Cheese
A framework without application is a decorative academic exercise. What I have proposed in this framework is not some sort of purity test. I certainly have not been wholly consistent in my own work as an educator when looking to use generative AI tools as ethically as I can. I want to spend some time here at the end considering the messy, iterative reality of education. What follows is an annotated history of how my professional AI practice, informed by my ethical thinking, has developed, been tested, broken, and refined in the real school environment in which I work. Following this log of my work, this section concludes with some considerations of various critiques of what I have proposed.
Using AI in School
A Personal Record
Before diving into the specific examples, I’ll note that this log represents a years-long evolution in my thinking around the use of generative AI in my work as an educator. I also think that the nature of what I do at work (instructional coaching, department leadership, and teaching science), and the nature of the school that I work in, have set me up well to have a space where I could learn how to use these tools in a relatively low-stakes environment. I imagine that if I was teaching a subject that has historically put considerable weight on the assessment of student writing, I would not be quite so free to mess around.
I have loosely categorized the ways in which I use these tools into three domains: The Classroom, where I interact directly with students; The Desk, where I manage my own professional workflow; and The System, where I interact with the broader institution and leadership structures.
1. The Classroom: Instructional Practice
My focus with the approaches discussed in this section is on enhancing the direct learning experience and protecting the human fabric of the student community.
Automation for Table Group Equity
Problem of Practice
In classrooms, student social networks often stagnate. While changing table groups frequently is a pedagogical win for community-building, the logistical chore of manually randomizing groups while avoiding specific student conflicts and honoring accommodations has historically been too high-friction for me to engage in it regularly.
AI-Supported Solution
I used an LLM to generate custom code for a spreadsheet-based randomizer. I provide the requirements (randomizing names, keeping specific individuals apart, and ensuring certain students are placed near the front, etc.) and the AI handles the programming syntax. After implementation, randomizing groups has become a matter of hitting a button.
Framework Alignment
I think what’s most important in this example is that it both keeps my agency in this process central and also contributes to a more equitable learning environment for my students. I remain the intentional governor of the classroom social fabric, defining the pedagogical vibe and social parameters. The technology is used strictly as a tool for executing something that I would not otherwise be able to accomplish, ensuring that technical friction does not prevent me from implementing more equitable and socially diverse student groupings.
Critical Interrogation
There is a risk here of automating myself into something more technologically deterministic than I might otherwise be comfortable with. If I rely on a script to separate students, I may fail to notice and account for any new, non-coded conflict that emerges. This would be a more significant concern if I wasn’t engaging in various means of ongoing discourse with my students to surface these issues as they might arise.
Raising the Floor: Data Visualization as Storytelling
Problem of Practice
Students often view graphing as a series of rote button-clicks in spreadsheet software rather than an act of scientific communication. Technical obstacles in software often overshadow the conceptual understanding of the data.
AI-Supported Solution
The approach shifts from manual software instruction to AI-assisted graphing. Students upload raw data and use plain-language prompts to design their visualizations. This allows me to focus my assessment of their data visualization on the narrative and accuracy of the graph, rather than their facility with the mechanics of the software.
Framework Alignment
By using AI to remove technical hurdles, students can engage more deeply with the conceptual underpinnings of data analysis. It centers student agency by allowing them to focus on the story their data tells.
Critical Interrogation
Leaving aside those circumstances where a teacher may very much want to assess the technical skills that students bring to graphing data, this approach is not a panacea. Raised expectations can inadvertently punish students with lower prior access to these tools or those who struggle with plain-language prompting. Furthermore, I must ask if a lower bar to more sophisticated storytelling encourages students to prioritize aesthetics over raw data integrity. Being aware of these concerns allows me to address them. For example, I can ask students to justify why a specific visualization is the most honest representation of the data, not just the most sophisticated one.
The Infinite Practice Machine
Problem of Practice
Students preparing for high-stakes exams often need a high volume of varied practice questions that align with specific course curricula, but creating these manually is an unsustainable time burden for the teacher.
AI-Supported Solution
I made an always-on practice machine. Official course descriptions and open-source textbooks are fed into an LLM to generate unlimited, low-stakes practice questions, point schemes, and sample responses including full, partial, and minimal credit examples.
Framework Alignment
The practice machine keeps humans at the center by positioning the teacher as the curator of source materials, and students as advocates for their own learning. The teacher maintains control over the quality of the practice, providing a cognitive scaffold that supports student retrieval without abdicating the teacher's role as the final arbiter of learning.
Critical Interrogation
An infinite practice machine may encourage a quantity over depth mindset. If students spend their revision time running through an endless, machine-generated, multiple-choice gauntlet, they may lose the messy experience of open-ended inquiry.[17] There is opportunity here to teach students high-utility approaches when working with an LLM to support their learning, and contrast those with the low-utility methods that dominate the discourse around the impact of AI on student work.
Hallucination Dissections: Modeling Critical Skepticism
Problem of Practice
A major challenge with AI in education is the tendency for students to accept generated output with a degree of misplaced trust. Because these machines are designed to be confidently and statistically plausible, students often fail to apply a healthy level of critical scrutiny to an AI response, leading to the uncritical adoption of factual errors or biased narratives.
AI-Supported Solution
I can prompt an LLM to generate a complex explanation, a sample essay, or a set of problem answers related to a specific concept. The AI is encouraged to be comprehensive but is expected (if not encouraged) to produce errors. Students are then tasked to critique and correct the errors and oversimplification the machine produced.
Critical Interrogation
This activity seats reflection and technoskepticism at the forefront of implementing an AI in the classroom. It explicitly teaches students to maintain a critical distance from the technology, modeling the necessary habits of mind required to use AI tools well. It transforms a technological flaw into a pedagogical opportunity both in my curricular domain and also for developing high-level information literacy and verification skills.
Diagnostic Audio Scaffolds
Problem of Practice
Extra-help sessions are often ephemeral; a student leaves with notes but the nuance of the conversation is lost. Teachers lack the time to write detailed post-session diagnostic reports for every student.
AI-Supported Solution
Extra-help sessions are recorded with consent, and AI is used to transcribe and identify specific misconceptions or breakthrough moments. The output is then screened and edited by the teacher before being provided to the student. This generates a detailed feedback loop that the student can refer back to during independent study.
Framework Alignment
There is clear utility in providing students with a personalized record of their own intellectual growth. It adheres to intentionality by focusing on the diagnostic needs of the individual learner. When combined with rigorous privacy protocols, it shows how AI can support deep pedagogical work without replacing the teacher's relational expertise.
Critical Interrogation
The consenting nature of student recording, along with proper data hygiene practices, is central to an ethical approach here. We must be wary of turning a support mechanism into a surveillance record. If these transcripts were ever accessed for punitive measures or rigid grading, trust would evaporate instantly.
2. The Desk: Operational Workflow
The approaches discussed in this section focus on my individual workflow, specifically around managing language chores and systematizing transparency.
Administrative Procedural Chores
Problem of Practice
A significant portion of an educator's work involves fundamentally repetitive uses of language, such as drafting various pro forma notifications, and procedural updates. The banality of form here consumes cognitive energy and time that could otherwise be spent on more significant work such as building relationships with students, and developing curricular materials.
AI-Supported Solution
In my work, I use generative AI to draft initial versions of routine procedural text. By providing the core rationale for a policy or a few bullet points of student progress, the machine can handle the chore of formatting and tone-setting, producing a useful initial output in seconds that I can then revise as I wish. My preferred metaphor here is one of sculpting. Prior to my use of AI in these kinds of situations, I would have to both create the marble and then sculpt it.
Framework Alignment
This approach centers my professional agency by offloading language chores to an automated assistant. By delegating the mechanical aspects of drafting to a machine, I preserve my cognitive bandwidth for the human-centered work of relationship-building and instructional design. It is a direct application of using the tool as a scaffold for professional efficiency.
Critical Interrogation
I don’t mean to ignore the potential for misuse here, or crowd out a diversity of perspectives. What I might personally define as an anodyne language chore may well be central to the way in which another educator works to build relationships in their own practice. I don’t think that they are somehow less than for feeling this way.[18] For my own sensibility, use should be strictly limited to language chores. Anything involving sensitive, nuanced, or deeply personal remains human-written. In all cases, AI-supported drafts must be heavily edited to maintain the teacher's authentic voice.
The Syllabus AI Declaration
Problem of Practice
The ethical requirement to disclose AI use to students and families becomes a repetitive task that leads to burnout. If it feels too onerous to explain, teachers often stop doing it, leading to "Hidden AI."
AI-Supported Solution
A systematized declaratory abstraction is designed for the course syllabus. This collectively agreed-upon language notifies students and parents that the team uses AI for drafting instructional artifacts with strict human oversight.
Framework Alignment
This declaration is a foundational application of the no hidden AI principle. It systematizes transparency, ensuring that disclosure is not an afterthought but a prerequisite for ethical use. By building this into the syllabus, the educator models professional accountability and respects the right of stakeholders to know how technology is shaping the instructional environment.
Critical Interrogation
There is a danger that this becomes a performative waiver rather than a meaningful dialogue. If the declaration is just another block of text in a document students rarely read, it fails the test of 'No Hidden AI.' Transparency requires ongoing conversation, not just a static disclaimer. Additionally, there is a risk that this transparency creates an asymmetry: I am disclosing my use of tools, but I am often working within a larger system that does not disclose its own algorithmic shaping of my environment.
3. The System: Leadership and Coordination
The focus of the approaches taken in this section is around using AI to support bottom-up organizational arguments, protect staff capacity, and facilitate professional growth.
The Emotional Labor Machine
Problem of Practice
Diversity, Equity, Inclusion (DEI)[19] specialists often face a high volume of foundational, repetitive questions that carry significant emotional labor and bandwidth costs. Along with the psychic toll, these kinds of questions occupy a lot of bandwidth for DEI specialists that could be spent in other, more high-value areas of that work. There’s also the stigma that some teachers might feel in asking ignorant questions of their colleagues.
AI-Supported Solution
A specifically prompted LLM acts as a non-judgmental assistant for a baseline primer. It handles foundational questions and redirects obvious misconceptions to established resources, freeing up human specialists for high-stakes interpersonal work.
Framework Alignment
This use case recognizes that emotional labor is a limited resource and seeks to automate the baseline tasks so that human energy can be reserved for more complex, high-stakes work of social justice. It is a means of using technology to protect the human fabric of the school.
Critical Interrogation
Pre-prompting is very important here. There is a risk that AI systems will reproduce polite systemic biases or provide safe, status-quo answers that fail to truly challenge regressive ideologies. To confront this, schools can implement human-led red-teaming, periodically feeding the machine difficult, local scenarios to see where its responses fails to meet the challenges of this kind of work.
Speaking the Language of the System to Effect Change
Problem of Practice
Educational systems operate in a certain linguistic and argumentation register. While many schools claim to value innovation and alternative modes of thought, such sentiments can often go ignored if they are not dressed in the language structures that the system understands.
AI-Supported Solution
Using an AI system to help build, organize, and draft proposals for changes is a means to support various initiatives efficiently and effectively within the language of the system. I can feed the AI the school's strategic plan and my own rough, human-centric ideas, and ask it to "translate" my proposal into the specific dialect of the administration.
Framework Alignment
This practice aligns with the principle of centering human agency by ensuring that good ideas aren't lost in translation. It uses the tool to bridge the gap between pedagogical intent and administrative requirement, effectively "hacking" the system to ensure that human-centered initiatives are funded and approved.
Critical Interrogation
There is a risk of contributing to the very problem I am trying to solve. By using AI to perfectly mimic the sterile, buzzword-laden language of the system, I validate that language as the primary mode of professional discourse. It eases the friction of the bureaucracy, but it also entrenches it. If we all use AI to speak "admin," we lose the friction that sometimes signals that the system itself needs to change its way of speaking.
Instructional Auditing for Professional Growth
Problem of Practice
Human observers, regardless of expertise, are limited in their ability to capture every interaction, question, and student response in a lesson observation.
AI-Supported Solution
Full lessons are recorded and AI is used to analyze transcripts for specific evidence of institutional goals, such as formative assessment practices, learning target clarity, and cognitive demand.
Framework Alignment
This use case embodies the principle of human-in-the-loop by treating the AI as a research assistant rather than an evaluator. It empowers professional agency by providing the educator with objective data to support a human-to-human coaching conversation. It ensures that the technology is used to enhance, not replace, the subjective professional judgment of the teacher and coach.
Critical Interrogation
Use collaborative auditing. The teacher and coach should query the transcript together in real-time, treating the machine's output as a third point of discussion rather than an objective verdict on the lesson. If this data is ever used for summative evaluation rather than formative growth, it crosses the line from support to surveillance.
Agency as a Deliberate Practice
The examples in this record reveal a common thread: The preservation and exercise of humanity in the face of increasing automation. Whether the machine is handling the linguistic chore of an email draft or the computational chore of a multi-year financial audit, the final authority and accountability remains firmly with me, as the human professional. The ethical use of AI is not found in the capabilities of the tool itself, but in the interrogation of its output. By treating every generated artifact as tentative, I seek to move from being a passive consumer of technology to being a critical governor.
This record also demonstrates that transparency is not a hurdle to be cleared, but a foundation of trust. I recognize that while I may offload some of the labor of language, I can never offload the responsibility of meaning. Our students and colleagues need to understand where the machine ends and the human begins.
An ethical territory is not a destination we reach once, but a landscape we must continuously navigate through a cycle of implementation and interrogation. As these technologies continue to evolve, our most powerful tool remains the willingness to determine acceptable and unacceptable uses, to reject the synthetic when it fails the human, and to demand that every technological advance serves to amplify, rather than diminish, our professional agency.
Various Critiques
I have no illusion or desire to be the final word on the ethical use of generative AI in education. What I’ve suggested here is not above critique. Critique is useful and valid.
I’ve provided some of the clear critiques of this ethical framework below, along with some of my thoughts on each.
On Pedagogy and Student Outcomes
"This is just Luddism that will hurt students' ‘Future Readiness’.”
Critique: By placing so many guardrails around these tools, aren't you just ensuring that students will be unprepared for a workforce that will demand fluency in AI? It feels like you are prioritizing a philosophical stance over the practical economic reality.
Counter-Argument: Admittedly, I’m not at all sure that a purpose of education is to provide future readiness in the way that this critique suggests. Even so, this critique comes from a different place of what "readiness" actually means than my own. I don’t think that we need to uncritically jump in to using generative AI for everything we possibly can in order to become suitably fluent with the tool.
True future readiness is about developing a cognitive capacity to direct, evaluate, and override the machine. By prioritizing human agency and critical skepticism, we are building skills that won't be automated away: The ability to discern truth, to formulate original questions, and to maintain ethical judgment in the face of various systemic pressures. We are not protecting students from the future; we are preparing them to lead it rather than just be processed by it.
"You are ignoring the benefits because you are obsessed with the risks."
Critique: The framework spends so much time on the costs and concerns around using generative AI that it seems to miss the forest for the trees. There are massive potential benefits for personalized learning and student support here. Why is the posture so defensive?
Counter-Argument: Leaving aside my personal record of uses that I think demonstrates a pretty enthusiastic integration of generative AI into my own work as an educator, I think the posture of this framework is defensive because the offense is overwhelming. The narrative of claimed AI benefits is currently being fueled by billions of dollars in marketing and lobbying. That side of the argument does not need my help; it is already the default setting of the conversation.
An ethical framework serves as a counterweight. If you are driving a car that has a powerful engine, you need equally powerful brakes to drive it safely. By looking to provide a full consideration of the risks, I am trying to create the conditions under which we can actually realize those benefits without causing the collateral damage that usually accompanies technology implementations in education.
"You are ignoring the actual crisis of student use."
Critique: The framework is focused on the adults in the building, but the most pressing issues in schools right now are around student use. Teachers are currently fighting a ground war against academic dishonesty, cognitive atrophy, and the unsanctioned use of these tools by minors. By centering your framework almost exclusively on educator agency and system design, you are sidestepping the messy, daily reality of students using these tools to subvert the actual work of learning.
Counter-Argument: I made the deliberate, if frustrating, choice to keep the focus on adults for a few reasons. The first one being that I, too, am an adult. It is tempting to focus our energy on policing student behavior—what they are prompting, how they are cheating, or what they are bypassing. Admittedly, I’m not a huge fan of starting from a place of policing the behaviors of students. That noted, I still wouldn’t want to start with delineating student use, absent the presence of students in that conversation. Student use is largely a reaction to the systems we design, and I have much more agency in how I shape my interactions with the system than anywhere else.
Establishing a robust ethical framework for how educators use these tools is a necessary pre-requisite for doing anything related to how students might do the same. We cannot expect students to navigate the complexities of algorithmic bias or intellectual integrity if we have not first done the work to ensure our own assessments, policies, and heavy-lifting are not being blindly offloaded to a machine. We have to secure our own professional agency before we can effectively guide anyone else’s, students included.
On the Profession of Teaching
"This framework relies on the privilege of slowness."
Critique: It is easy to say we should not use AI for efficiency or to replace language chores when you work in a well-resourced context. For teachers with 175 students and no planning periods, AI isn't a luxury or a shortcut—it's a survival tool. Isn't this ethical high ground just a function of privilege?
Counter-Argument: This is a fully deserved critique. I work in a context that affords me the time to be intentional, and I recognize that for many educators, the choice is not between AI grading and Human grading, but between AI grading and burnout. I expect that this framework is incomplete, and myopic for any educator who isn’t in similar circumstances to my own. It would be very strange to be otherwise.
My other response is that we must be ruthless in distinguishing between survival efficiency and abdicating care. Using AI to handle administrative friction so you can survive the day is one thing; letting the system use your exhaustion as an excuse to automate the relational core of your job is another. I am not interested in pushing for martyrdom. I am interested in using efficiency to buy back some of the humanity that being a modern educator all too-frequently gives away. If using AI allows you to leave school at a reasonable hour and return the next day refreshed and present for your students, that is an ethical win.
"Scaffolding leads to de-skilling for novice teachers."
Critique: You argue for maintaining human agency throughout the framework but you also advocate for using AI to scaffold tasks. If a novice teacher uses AI to support their lesson planning or email drafting for their first five years, they will never develop the mental muscles expert teachers built by doing it the hard way. Aren't you just automating mediocrity?
Counter-Argument: I am uncomfortable generalizing from what my own development as a teacher and educator has been to any sort of broadly applicable truisms. We often romanticize the struggle of the novice teacher as a necessary rite of passage, when much of it is actually just kind of silly system rituals. A novice teacher drowning in formatting logistics is not learning how to teach, they are learning how to survive bureaucracy.
If an AI scaffold allows a new teacher to move past what a lesson plan looks like and get to more interesting considerations like how students will engage with a concept, that feels like a good thing to me. Scaffolding around low-value frictions so that educators can focus on more high-value aspects of the work is what I’m after here. The risk of de-skilling is real only if the teacher stops evaluating the output. As long as the human remains the critical editor the muscle being built is pedagogical judgment.


"Calling communication a ‘chore’ justifies abdicating care."
Critique: Referring to parent emails or feedback as language chores seems like a rhetorical trick to make it okay to stop caring. Isn't the relational labor of writing to a human being the core of the job? If you automate that, aren't you just hollowing out the profession?
Counter-Argument: It is certainly a risk to be aware of. There’s a need to be precise about what is being automated. Sending a generic reminder is a chore. Writing a note to a student to check in on them is care. The former is a logistical transmission of data; the latter is attending to their humanity. Both are present in the larger job of being an educator.
The danger arises when we confuse the two. When we use AI to generate the note of care, there’s a clear ethical concern. But when we treat every logistical act as sacred and requiring our full bandwidth, we exhaust the energy we need for the moments that actually matter. Labeling procedural and logistical work a chore is an act of professional boundary-setting. It allows us to automate the bureaucracy of the job so we can protect the humanity in it.
On Framework Implementation
"This framework is just another top-down mandate disguised as ethics."
Critique: You advocate for Bottom-up adoption, but then present a rigorous 11-point ethical framework that defines exactly what is and isn't allowed. How is this not just another set of rules imposed on teachers, telling them how they are allowed to work?
Counter-Argument: A mandate tells you exactly what to do regardless of your context. This framework asks you to look at what you are doing and decide if it aligns with your values. It is an aspirational tool for interrogation, not a demand for compliance.
The principles I’ve described are not bureaucratic rules, they are starting points for a community conversation. If a school community comes together and decides that a specific principle needs to be adapted to fit their reality, that is the framework working. Rigid adherence to my words is not something I’m interested in. Adherence to a process of your own community's ethical deliberation is the necessary thing.
"Instructional auditing is just surveillance with a nicer name."
Critique: In your personal record, you mention using AI to analyze lesson transcripts for professional growth. In many schools, that technology will be used for compliance, punishment, and high-stakes evaluation. You are building the tools for a panopticon and calling it praxis.
Counter-Argument: This feels like a failure of power, not technology. The tool becomes surveillance the moment things (data, sanctioned use, etc.) leave the control of educators. An observation support in the way that I describe it should be a private thing (unless, of course, the teacher wishes to share it more broadly).
Consent is the key here. If an administration mandates AI analysis of teacher discourse without the teacher's enthusiastic consent and control over the data, that is not instructional auditing—it is digital policing, and it should be fiercely resisted. My advocacy for this tool assumes a context of professional trust. Where that trust does not exist, this tool is a weapon, and I’d be the first to call it what it is.
"This stifles innovation with bureaucracy."
Critique: If every new tool has to pass this level of ethical evaluation nothing will ever get adopted. This framework seems designed to strangle innovation in red tape under the guise of intentionality.
Counter-Argument: Innovation is a word I have a real allergy toward, if for no other reason than its definitional elasticity. If we’re defining innovation as "adopting the newest thing as quickly as possible," then yes, this framework stifles it. Unapologetically. That version of innovation is actually just consumerism.
I’m much more interested in education solving complex pedagogical problems in useful ways. Asking if a tool harms students, if it protects privacy, if it serves a purpose doesn’t feel like red tape to me. It feels like quality control. We do not complain that safety checks stifle innovation in bridge building. We recognize them as necessary to ensure the things don't collapse on top of us. Schools deserve the same standard of care. If a tool cannot survive an ethical evaluation, it wasn't an innovation worth having.
On Technology and Costs
"You are being hypocritical about environmental costs."
Critique: You argue that we must pay attention to the costs of generative AI, specifically the environmental ones. Yet, in your own record, you use AI for automating tasks and generating audio transcript scaffolds—tasks that require large amounts of compute power for relatively minor conveniences. How do you justify your own carbon footprint while telling others to count theirs?
Counter-Argument: Using a probabilistic engine hosted in a massive data center to randomize a list of names—a task a deck of cards could do for zero carbon—is the definition of using a sledgehammer to crack a nut. I’m not sure that I agree that using it to write a relatively sophisticated script on the backend of a spreadsheet is quite as negligent as it would be otherwise, but let’s leave that aside for a larger point. I do not offer this framework from a position of purity, but from the messy reality of trying to do better. The justification, such as it is, relies on an exchange rate of human preservation. In the table group example, the cost of the compute power is traded against the friction of my own executive function. If using the tool removes the barrier to me creating a more equitable classroom social structure, I have decided that the trade is worth it. I am effectively trading water and carbon for the bandwidth to remain present and patient with my students.
This does not absolve me of the need to be critical. The danger is in a mindless default to the most expensive tool for the simplest task. Counting all costs does not mean we never spend the resources; it means we stop treating them as free. I should feel the weight of the costs of the tool every time I submit a query, and I need to be willing to stop using the tool if the human benefit no longer outweighs the ecological price. I am failing at this, often, but one goal of this framework is to ensure I at least notice my failure.[20]
”The foundation of this technology is theft."
Critique: You talk about ethical AI, but the very existence of these models is predicated on the non-consensual scraping of millions of copyrighted works by artists, writers, and journalists. By advocating for their use, even with guardrails, you are essentially laundering stolen goods and normalizing the exploitation of creative labor.
Counter-Argument: The premise of this critique is largely correct. Current generative AI was trained on the collective digital output of humanity without asking for permission or offering compensation. I’m not sure that’s significantly different from how many other technologies have been created, absent the specific nature of the exploited raw materials in this instance.
I approach this through a lens of harm reduction. We exist in an economic system where ethical consumption is functionally impossible. The devices we use to teach, the clothes we wear, and the food we eat are all entangled in supply chains rife with exploitation. For me, this doesn’t mean that participating in that system is, itself, an unethical choice. Indeed, I don’t know how else to exist in a way that meets my various needs as a human being. The choice to boycott AI entirely is a valid moral stance, and it is also one that puts us at some degree of remove from the conversation about how to regulate and reshape it. A useful line for me is market replacement. There is an ethical difference between using an LLM to restructure my syllabus (a task I would never pay a writer to do) and using an image generator to create a book cover (a task that directly replaces a paid illustrator). The former uses the tool to manage cognitive load; the latter uses the tool to bypass human labor. I take no issue with anyone who draws a more extreme line for themselves. I just don’t see why it shouldn’t be ethically permissible to use generative AI to free me up to do more important work for and with a wider variety of students, colleagues, and other members of my school community. I do not condone the use AI of generative creative artifacts that I should pay a human to create. Until the legal and regulatory systems catch up to enforce compensation for creators (which they absolutely must) we find ourselves in a place where we must teach students to distinguish between using these tools as engines for thought and using them as engines for displacement, of others and themselves.
"AI is a neutral tool; the user is the problem."
Critique: The framework frames the technology itself as having baked-in limitations and inherent biases. But isn't it just a tool? If a teacher uses it lazily, that's a bad teacher, not a bad tool. Why blame the technology for human failures?
Counter-Argument: I reject the notion of the neutral tool. No technology is neutral. A hammer is useful for nail-shaped problems; an LLM is useful for problems where the most probable sequence of words is the correct one. Generative AI is trained on datasets that contain the biases of the internet, and they are fine-tuned by corporations with specific profit motives.
Treat AI as neutral obscures the power dynamics at play. We blame the individual teacher for misusing a tool that was designed to prioritize fluency over factuality. It is not blaming technology to acknowledge that it has inherent limitations. Recognizing them is the only way to use the tool safely. If we pretend the gun is a water pistol, we are going to get hurt.
"This will all be obsolete in six months."
Critique: We are in the infancy of this tech. Arguing about hallucinations or lack of reasoning is like arguing that the internet is slow in 1994. By the time this book is published, the limitations you identify will likely be solved engineering problems.
Counter-Argument: The technical limitations will shift, but the ethical obligations will remain constant. In six months, the models may hallucinate less[21], but they will still be non-human statistical engines. They will still require data centers that consume massive resources. They will still lack empathy.
If anything, as the technology becomes more powerful and seamless, the need for frameworks like this one increases. When the hallucinations become harder to spot and the voice becomes more human-sounding, the temptation to abdicate our agency becomes stronger. Doing no harm does not expire with a software update. Centering human agency is not a bug report. These are enduring principles. The faster the technology moves, the firmer our ethical ground must be.
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Glossary of Key Terms
A
-       Algorithmic Bias: The high-tech preservation of our worst habits. It’s the way AI systems swallow societal prejudices and spit them back out as objective data.
-       Amplification (vs. Assimilation): The choice to use technology as a megaphone for the unique, rather than flattening everyone into a single, statistically-most-likely standard.
C
-       Cognitive Offloading: Checking your brain at the door. Handing a task to a machine and becoming a passive spectator.
-       Cognitive Scaffolding: Using technology as a support beam for human thought, not a substitute for it.
D
-       Data Colonization / Market Capture: A business model that treats schools as data farms and people as the crop, entrenching products so deeply that saying "no" eventually feels impossible.
E
-       Enshittification: The inevitable decay of platforms that start by helping users and end by harvesting them (attribution to Doctorow).
G
-       Ghost Work: The invisible human misery powering the magic machine. Poorly paid, psychologically taxing labor of data-labeling and content-scrubbing that happens in far away places so end-users can have a pleasant AI experience. (Attribution to Gray and Suri)
H
-       Hallucinations: Confident, high-speed lying. Because LLMs predict patterns rather than verify facts, they are perfectly happy to make things up to satisfy a prompt. Also known as bullshit.
-       Human Debt: The cumulative loss of trust, connection, and skill that occurs when we trade a human relationship for an automated output.
I
-       Implementation Theater: Adopting expensive, shiny technology to signal “progress” to stakeholders, regardless of whether it actually solves a problem or just creates new ones.
L
-       Language Chores: Boring, repetitive linguistic heavy-lifting (e.g. drafting a routine procedural email). An example of where a machine’s ability to mimic patterns is a legitimate time-saver.
-       Large Language Model (LLM): A sophisticated math equation that is very good at guessing what comes next. Has no more understanding of what it’s saying than a calculator has of the number 7.
-       Luddism: The act of experts refusing to let their labor and dignity be devalued by poorly implemented technology. Historically, a protest by skilled artisans; today, a lazy smear used against anyone who questions technological progress.
M
-       Methodological Disclosure: Showing your work. A requirement for students and staff to explain exactly how and why they used AI.
P
-       Praxis (AI version): The cycle of using a tool, then immediately interrogating why you used it and what it did to your practice. The difference between using a tool, and being used by one.
-       Process Note / Disclosure: A simple, honest sign-off (e.g., "Drafted with AI assistance and reviewed by me") that acts as a guardrail against the subversion of human connection.
R
-       Reinforcement Learning from Human Feedback (RLHF): The process of teaching a machine to be more useful to humans by using actual humans as trainers. A form of ghost work that makes the machine polite enough for the classroom.
S
-       Sandboxed / Enterprise Environment: The bare minimum for student safety. A closed system where data stays within the school’s walls and isn't fed back into the corporate maw to train future models.
T
-       Technological Determinism: A passive, defeatist belief that technology is a force of nature we must simply adapt to, rather than a human invention we have the right to refuse.
-       Technological Solutionism: The folly of buying a high-tech hammer and then wandering around the school hunting for things that look like nails.
-       Technoskepticism: A healthy, professional doubt toward any technology that claims to be a revolution.
-       Transformer Architecture: The technical guts behind the current AI boom. It allows machines to process massive data patterns without the inconvenient requirement of having a mind or a moral compass.
Z
-       Zero-Retention: Closing the extractive tap. A privacy setting where a vendor promises not to save or monetize your conversation data.
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[1]​I do not subscribe to the notion that a Large Language Model (LLM), or any other application of so-called artificial intelligence is actually intelligent. At the same time, for the purpose of this work, following this disclaimer, I am going to use the terms AI and LLM, given the general conflation of LLMs and AI in the larger public conversation. If you want to find and replace every use of AI and LLM in what follows with SALAMI (as per Quintarelli, 2019), I completely support you in that endeavor.
[2]​If for no other reason than that the actual Luddites were experts in the technologies they resisted, and happy to drop that resistance in the (admittedly rare) situations where that expertise was honored by factory owners.
[3]​Here I think of both more widely-discussed examples like the school-to-prison-pipeline, and the less-acknowledged ones like the ongoing minimization of neurodivergence that typifies most modern school environments.
[4]​It is not hard for any reader to find examples of technology-as-teacher-replacement models within the larger social conversation around schools.
[5]​A goal which is, in itself, fundamentally unethical. Seriously. If you think there’s a place for profits to be had in education, this book is not for you.
[6]​At a minimum I would think teachers, students, administrators, and parents would be a good place to start to build a committee to do this kind of thing.
[7]​Again I find myself making claims that can easily be verified by anyone who is interested in searching the internet.
[8]​You, too, have likely noticed this as a dynamic in technology more broadly.
[9]​Not my word. All credit to Cory Doctorow here.
[10]​And often over-decorous emoji deployment 😘
[11]​The resource cost of generative AI use remains an open question. It is easy to find well-reasoned arguments spanning a variety of positions from “business as usual” to “significant concerns.” Rather than get too bogged down in details here, I’ll leave it with a note that use of generative AI has some additional resource burden that would not be present if the tools were not being used, that this burden is not equitably distributed across all communities, and that it is likely comparable to many other resource-consuming processes.
[12]​Again, not my term here. This one comes to us courtesy of Gray & Suri (2019)
[13]​This claim is complicated by the fact that no one has an actual definition of intelligence. At the same time, I am comfortable that an algorithm that provides the most likely next language token due to the string of tokens that precedes it is not going to be a viable candidate for consideration.
[14]​‘Hallucination’ has become the term used to describe this. Another useful term is ‘bullshit.’
[15]​Credit for this pithy notion goes to Halevy, Norvig & Pereira (2009)
[16]​Which is unsurprising, as the teacher has delegated a complex act of professional judgment to an unthinking system.
[17]​Not that such experience is a hallmark of standardized-testing, anyway.
[18]​And I’ll trust they can do the same in their thinking about me, too.
[19]​I fully expect that anyone who has an issue with this term has not gotten this far in the book. At the same time, if I’ve underestimated you, feel free to stop reading now.
[20]​I’ve also noticed that late-stage capitalism is also failing at this, more broadly.
[21]​Though I doubt it.
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